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Summary 

 

When the time dependent flux terms are used in a thermal engineering analysis of the surface 

temperature, it becomes clear that there can be no ‘CO2 signal’ in the global mean temperature 

record.  The temperature changes produced by the measured 140 parts per million (ppm) increase 

the in atmospheric CO2 concentration since the start of the Industrial Revolution are too small to 

measure in the normal temperature variations found in the climate system.  In particular, the quasi-

periodic oscillations in ocean surface temperature provide a natural ‘noise floor’ for the climate 

system.  This is the dominant term in the temperature record.  The claim that the global mean 

temperature record can be explained by the radiative forcings and feedbacks used in the 

‘equilibrium’ climate models is pseudoscientific nonsense.   

 

Introduction 

 

The root cause of the errors in the climate models is the equilibrium assumption.  Starting in the 

nineteenth century, the time dependence of the flux terms was replaced by equilibrium average 

values.  Physical reality was abandoned in favor of mathematical simplicity. This led to the 

introduction of the ‘equilibrium air column’ first used by Arrhenius [1896].  This approach was 

incorporated into the one dimensional radiative convective (1-D RC) model described by Manabe 

and Wetherald (M&W) [1967].  When the CO2 concentration is increased in this model, the 

simplifying assumptions used by M&W had to create global warming as a mathematical artifact 

in the model output.  Their assumption of a prescribed relative humidity distribution also created 

the ‘water vapor feedback’ that amplified the CO2 warming artifact.  M&W then incorporated their 

1967 model into a ‘highly simplified’ global circulation model (GCM).  Here, the 1967 model 

artifacts were incorporated into each unit cell of the GCM.  This model also created a ‘hot spot’ in 

the troposphere at lower latitudes [M&W, 1975].  

 

The 1-D RC model artifacts were later used by Ramanathan [1974] to claim global warming by 

chlorofluorocarbons.  This gradually led to the concept of radiative forcing [Ramaswamy et al 

2019].  The 1-D RC model artifacts were also used by the climate modeling group at NASA 

Goddard to create global warming from a variety of ‘greenhouse gases’, starting with the work of 

Wang and Domoto [1974] and Wang et al [1976].  Additional modeling assumptions were 

introduced by the Goddard group in 1981.  These included a ‘slab’ ocean model, the CO2 doubling 

ritual for the 1-D RC model and the claim that the 1-D RC modeling artifacts could be used to 

simulate the global mean temperature record [Hansen et al, 1981].  The only change in the basic 

modeling assumptions since 1981 was the addition of ‘efficacies’ to the radiative forcings by 

Hansen’s group [2005].  As computer technology has improved, the climate models have become 

more complex, but the underlying equilibrium assumption has not changed.  The mathematical 

warming artifacts are ‘tuned’ by the climate modelers using a contrived set of pseudoscientific 

radiative forcings and feedbacks to make the climate model output appear to match the global 

mean temperature record.   
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The introduction to Chapter 7 of the Working Group 1 Report in the latest UN Intergovernmental 

Panel on Climate Change (IPCC) Climate Assessment, AR6, WG1 ‘The Earth’s energy budget, 

climate feedbacks, and climate sensitivity’ [IPCC, 2021] starts:  

 

This chapter assesses the present state of knowledge of Earth’s energy budget, that is, the main 

flows of energy into and out of the Earth system, and how these energy flows govern the climate 

response to a radiative forcing. Changes in atmospheric composition and land use, like those caused 

by anthropogenic greenhouse gas emissions and emissions of aerosols and their precursors, affect 

climate through perturbations to Earth’s top-of-atmosphere energy budget. The effective radiative 

forcings (ERFs) quantify these perturbations, including any consequent adjustment to the climate 

system (but excluding surface temperature response). How the climate system responds to a given 

forcing is determined by climate feedbacks associated with physical, biogeophysical and 

biogeochemical processes. These feedback processes are assessed, as are useful measures of global 

climate response, namely equilibrium climate sensitivity (ECS) and the transient climate response 

(TCR).  

 

A more concise summary was provided by Knutti and Hegerl [2008]: 

 

When the radiation balance of the Earth is perturbed, the global surface temperature will warm and 

adjust to a new equilibrium state.  

 

When the time dependent climate energy transfer processes that determine the surface temperature 

are examined in more detail it becomes clear that:  

 

1) An infrared ‘radiative forcing’ does not change the ‘energy balance’ of the earth.  

2) An infrared ‘radiative forcing’ does not produce a measurable increase in ocean surface 

temperature. 

3) An infrared ‘radiative forcing’ does not produce a measurable increase in land surface 

temperature. 

4) There can be no ‘climate sensitivity’ to CO2. 

 

This also means that increases in extreme weather events cannot be ‘attributed’ to CO2 and that 

the 1.5 or 2 °C limit incorporated into the Paris Climate Accord is pseudoscientific nonsense.  

 

In addition, the climate models require the solution of very large numbers of coupled non-linear 

equations. The errors associated with this type of modeling grow over time. These are known as 

Lorenz instabilities [Lorenz, 1963; 1973]. There is no reason to expect these climate models to 

have any predictive capabilities over the time scales involved in climate studies. 

 

The required thermal engineering analysis may be defined as follows: 

 

Since the start of the Industrial Revolution about 200 years ago, the atmospheric concentration of 

CO2 has increased by approximately 140 parts per million (ppm), from 280 to 420 ppm [Keeling, 

2022]. This has produced a decrease near 2 W m-2 in the longwave IR (LWIR) flux emitted to 
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space at the top of the atmosphere (TOA) within the spectral range of the CO2 emission bands. 

There has also been a similar increase in the downward LWIR flux from the lower troposphere to 

the surface [Harde, 2017]. For a ‘CO2 doubling’ from 280 to 560 ppm, the decrease in outgoing 

longwave radiation (OLR) is estimated to be 3.7 W m-2 [IPCC, 2013]. At present, the average 

annual increase in CO2 concentration is near 2.4 ppm. This produces an increase in the downward 

LWIR flux to the surface of approximately 0.034 W m-2 per year. The changes in CO2 

concentration are shown in Figure 1a and the changes in total flux are shown in Figure 1b. More 

detailed calculations of the change in flux at TOA produced by increases in the atmospheric 

concentration of H2O, CO2, O3, N2O and CH4 have been provided by Wijngaarden and Happer 

[2022]. 

 

 
Figure 1: a) the measured increase in atmospheric CO2 concentration from 1800 (Keeling curve) and b) 

calculated changes in atmospheric LWIR flux produced by an increase in atmospheric CO2 concentration 

from 0 to 760 ppm. 

 

In a non-equilibrium system, a change in flux produces a change in the rate of heating or cooling 

of a thermal reservoir.  A change in temperature has to be determined by taking the change in heat 

content or enthalpy of the thermal reservoir of interest over a given time period and dividing this 

by the local heat capacity. In addition to the LWIR flux, the solar heating, the evapotranspiration 

(moist convection) and the subsurface thermal transport are all coupled to the surface thermal 

reservoir and must be included in the analysis of the surface temperature. The energy transfer 

processes at the land-air and ocean-air interfaces are different and have to be considered separately.   

 

Convection is also a mass transport process that is coupled to the gravitational potential and the 

rotation of the earth.  These interactions result in the formation of the Hadley, Ferrell and polar 

cell convective structure, the trade winds and the ocean gyre circulation.  This is the source of the 

earth’s weather patterns. In the troposphere, vertical motion changes the temperature of an air 

parcel by air compression/expansion.  This process is fully coupled to the air parcel cooling 

produced by the net LWIR emission.   

 

Radiative Forcing by CO2 does not Change the Radiation Balance of the Earth 

 

When the atmospheric concentration of a greenhouse gas is increased, there is a decrease in the 

LWIR flux emitted to space at TOA, within the spectral region of the absorption/emission band 



4 

 

specific to each greenhouse gas considered [Wijngaarden and Happer, 2022].  A change in flux at 

TOA is considered to be ‘radiative forcing’ that changes the radiation balance of the earth.  Other 

radiative forcings, such as changes in aerosol concentration may increase the reflected solar flux 

at TOA.  The standard climate ‘perturbation’ or radiative forcing used to compare the climate 

models is a doubling of the CO2 concentration from 280 to 560 ppm.  The increase in global mean 

surface temperature created by a ‘CO2 doubling’ in a climate model is called the climate sensitivity.  

There is both an equilibrium climate sensitivity (ECS) and a transient climate response (TCR).  

 

Most of the initial decrease in LWIR emission for a CO2 doubling occurs in the P and R branches 

of the 2 CO2 band near 640 and 700 cm-1. There is also a slight decrease in the weaker emission 

by the CO2 overtone bands near 950 and 1050 cm-1.  However, an LWIR ‘radiative forcing’ does 

not magically appear at TOA. It is produced by small changes in emission at many different levels 

in the atmosphere.  The emission from each level is modified by the absorption and emission of 

the levels above. In order to understand the atmospheric heating effects of a ‘CO2 doubling’, the 

change in net LWIR flux has to be calculated at each level in the atmosphere and converted to a 

change in the rate of cooling by dividing by the heat capacity of the local air parcel.  The total (10 

to 3250 cm-1) and spectral band average LWIR cooling rates for a tropical atmosphere are shown 

in Figure 2a [Feldman et al, 2017]. The LWIR cooling rate for most of the troposphere at low 

latitudes is in the range 2 to 2.5 K per day. The change in the rate of LWIR cooling in the 

troposphere produced by a doubling of the CO2 concentration is shown in Figure 2b [Iacono et al, 

2008]. The maximum change is +0.08 K per day. At a lapse rate of -6.5 K km-1, this daily change 

in temperature is equivalent to riding an elevator down four floors.  

 

 
Figure 2: a) Total (10 to 3250 cm-1) and band-averaged IR cooling rate profiles for the Tropical Model 

Atmosphere on a log-pressure scale. b) Tropospheric heating rates produced by a CO2 ‘doubling’ from 287 to 

574 ppm at mid latitude. 

 

The atmospheric LWIR flux consists of IR emission and absorption from many overlapping lines 

[Wijngaarden, and Happer, 2022]. Each line is a specific transition between two molecular 

rotation-vibration states. The lines are broadened by molecular collisions.  Near the surface within 

the main absorption emission bands, the lines overlap and merge into a quasi-continuum.  At higher 

altitudes, these lines become narrower as the temperature and pressure decrease. Some of the 
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upward LWIR flux can pass through the gaps between these narrower lines above and continue to 

space without additional absorption/emission. The downward flux is absorbed by the broader lines 

below. This is illustrated schematically in Figure 3a for a single line and in Figure 3b for a group 

of lines in the 590 to 600 cm-1 region. Almost all of the downward LWIR flux that reaches the 

surface originates from within the first 2 km layer of the troposphere. Approximately half of this 

downward flux originates from the first 100 m layer. This is shown in Figure 3c [Clark, 2013].  

The downward LWIR flux to the surface is therefore decoupled from the LWIR emission to space.   

 

 

 
 

Figure 3: a) Transition from absorption-emission to free photon flux as the linewidth decreases with altitude. 

Single H2O line near 231 cm-1. b) Linewidths for H2O and CO2 lines in the 590 to 600 cm-1 spectral region for 

altitudes of 0, 5 and 10 km. c) Cumulative fraction of the downward flux at the surface vs. altitude for surface 

temperatures of 272 and 300 K, each with 20 and 70% relative humidity (RH). Almost all of the downward 

flux reaching the surface originates from within the first 2 km layer. This is the location of the lower 

tropospheric reservoir. 

 

The downward LWIR flux from the lower troposphere to the surface establishes a partial LWIR 

exchange energy with the upward LWIR flux emitted by the surface.  When the surface and surface 

air layer are at similar temperatures, IR photons are exchanged without any significant transfer of 

thermal energy.  The net LWIR cooling flux (upward minus downward LWIR flux) at the surface 

is limited to the emission into the LWIR atmospheric transmission window.  This LWIR flux is 

insufficient to dissipate the absorbed solar insolation.  The surface warms up so that the excess 

solar heat is removed by moist convection.  This drives the tropospheric heat engine.  The net 
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cooling flux changes with temperature, humidity and cloud cover.  In particular, clouds are close 

to blackbody emitters.  The downward LWIR flux from the cloud base ‘fills in’ the atmospheric 

LWIR transmission window. This is illustrated in Figure 4.  When the surface is warmer than the 

air layer above, the excess upward LWIR flux emitted by the surface outside of the LWIR 

transmission window is absorbed in the lower troposphere and can increase the convection [Clark 

and Rorsch, 2023; Clark, 2013]. The ocean-air and the land-air interfaces have different energy 

transfer properties and have to be analyzed separately. 

 

 
Figure 4: The surface exchange energy for surface and air temperatures of 288 K. a) Blackbody surface 

emission and downward LWIR flux for a relative humidity of 70% and CO2 concentration of 400 ppm.  The 

H2O and CO2 bands are indicated. b) Same as a) with the downward emission for 20% RH and for 

altostratus cloud cover with a 2.5 km cloud base added.  MODTRAN calculations, 100 to 1500 cm-1 spectral 

range, 2 cm-1 spectral resolution [MODTRAN, 2021]. 

 

Figure 5a illustrates the energy transfer processes for an air parcel in the troposphere (within the 

plane parallel atmosphere approximation). The air parcel is emitting LWIR radiation upwards and 

downwards at the local temperature. It is also absorbing part of the upward LWIR flux from below 

and the downward LWIR flux from above. The air parcel is also in a turbulent convective flow 

field. Vertical motion changes the temperature of the air parcel at the local lapse rate. Figure 5b 

illustrates the dissipation of the radiative forcing in the troposphere produced by an increase in the 

atmospheric CO2 concentration. The small amount of heat that is produced at each level is coupled 

to the local air parcel and dissipated as wideband LWIR emission, mainly by the water bands.  Any 

change in temperature is too small to measure.  
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Figure 5: a) The energy transfer processes for a local tropospheric air parcel (in a plane-parallel atmosphere) 

and b) the dissipation of the absorbed heat from a ‘CO2 doubling’ by the normal tropospheric energy transfer 

processes (schematic). The wavelength specific increase in absorption in the CO2 P and R bands is dissipated 

as small changes in broadband LWIR emission and gravitational potential energy. 

 

Figure 6 shows the vertical velocity profile up to 2 km altitude in the turbulent surface boundary 

layer. This is from Doppler heterodyne LIDAR measurements recorded over 10 hours at the École 

Polytechnique, south of Paris, July 10th 2005 [Gibert et al, 2007]. The change in vertical velocity 

is ±2 m s-1. This is sufficient to overwhelm any changes in cooling from a ‘CO2 doubling’ as shown 

in Figure 2b. The LWIR radiative forcings produced by the increase in atmospheric concentration 

of ‘greenhouse gases’ cannot change the energy balance of the earth. 

 

 
Figure 6: Vertical velocity profile in the turbulent boundary layer recorded over 10 hours at the École 

Polytechnique, south of Paris, July 10th 2005 using Doppler heterodyne LIDAR. 

 

An Increase in CO2 Concentration Cannot Produce a Measurable Change in Ocean Surface 

Temperature 

 

Over the oceans, the surface is almost transparent to the solar flux. The diurnal temperature rise is 

small and the bulk ocean temperature increases until the water vapor pressure at the surface is 

sufficient for the excess absorbed solar heat to be removed by wind driven evaporation. The 

sensible heat flux is usually small, less than 10 W m-2. The penetration depth of the LWIR flux 

into the ocean surface is less than 100 micron. This is illustrated in Figure 7 [Hale and Querry, 

1973]. The LWIR flux and the wind driven evaporation are coupled together at the surface and 

should not be analyzed separately. The cooler water produced at the surface sinks and is replaced 
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by warmer water from the bulk ocean below. This allows the evaporation to continue at night. 

Figure 8 shows the long term zonal average sensitivity of the latent heat flux to the wind speed. 

This is calculated from the long term zonal average ocean latent heat flux and wind speed data 

given by Yu et al [2008]. Over the ±30° latitude bands, the sensitivity is at least 15 W m-2/m s-1. 

As shown above in Figure 1b, the increase in downward LWIR flux to the surface produced by the 

observed 140 ppm increase in atmospheric CO2 concentration is approximately 2 W m-2. Within 

the ±30° latitude bands, this is dissipated by an increase in wind speed near 13 cm s-1. For 

comparison, the long term 1 variation in wind speed along the equator, measured by the TRITON 

buoy network is near 2 m s-1 [Clark and Rörsch, 2023]. The average annual increase in atmospheric 

CO2 concentration at present is near 2.4 ppm. This corresponds to an annual increase of 0.034 W 

m-2 in the downward LWIR flux to the surface which is dissipated by an increase in wind speed 

near 2 millimeters per second. Any change in ocean temperature produced by the current annual 

increase in the atmospheric CO2 concentration is therefore too small to measure.  

 

 
 

Figure 7: The penetration depth (99% absorption) of the LWIR flux into water a) below 3300 cm-1 and b) 

1200 to 200 cm-1. The locations of the main CO2 absorption bands and the overtones are indicated. 

 

 
 

Figure 8: The sensitivity of the ocean latent heat flux to the wind speed. 
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The Increase in CO2 Concentration Cannot Produce a Measurable Change in Land Surface 

Temperature 

 

Over land, all of the flux terms are absorbed by a thin surface layer. The surface temperature 

initially increases after sunrise as the solar flux is absorbed. This establishes a thermal gradient 

with both the cooler air above and the subsurface ground layers below. The surface-air gradient 

drives the evapotranspiration and the subsurface gradient conducts heat below the surface during 

the first part of the day after sunrise. Later in the day, as the surface cools, the subsurface gradient 

reverses and the stored heat is returned to the surface. As the land and air temperatures equalize in 

the evening, the convection stops and the surface cools more slowly by net LWIR emission. This 

convection transition temperature is reset each day by the local weather system passing through. 

Almost all of the absorbed solar heat is dissipated within the same diurnal cycle. The heat transfer 

is localized. The diurnal temperature change is limited to a shallow depth, typically 0.5 to 2 m, and 

the seasonal temperature variations may extend to 5 m below the surface [Clark and Rörsch, 2023; 

Clark, 2013]. There are also characteristic phase shifts or time delays between the peak solar flux 

and the temperature response. These are not a new discovery. The subsurface seasonal phase shift 

was described by Fourier in 1824 [Fourier, 1824]. The soil temperatures at depths from 0.5 to 80 

cm and the 2 m air temperature recorded at a monitoring site at O’Neill, Neb., August 13, 1953 

are shown in Figure 9 [Lettau and Davidson 1957]. The surface temperature phase shift, t, is 

indicated. Below the surface, the temperature rise decreases and the phase shift increases with the 

depth. At the surface, the temperature rise is 22 °C. The surface air temperature rise at 1.5 m above 

the surface is 15 °C. There is almost no measurable diurnal phase shift below 50 cm depth. 

 

 
 

Figure 9: 2 m air temperature and subsurface temperatures measured at O’Neill, Neb., August 13, 1953. 

 

The various flux terms interact with the surface and change the temperature at the land-air 

interface.  However, the weather station temperature is the meteorological surface air temperature 

(MSAT) measured in a ventilated enclosure located at eye level, 1.5 to 2 m above the ground [Oke, 
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2006].  In general, the minimum MSAT and the minimum surface temperature are similar, but the 

maximum surface temperature is larger than the maximum MSAT.  The minimum and maximum 

temperatures are determined by different energy transfer processes.  The minimum temperature is 

reset each day by the bulk surface air temperature of the local weather system passing through.  

The maximum surface temperature is set by the balance between the solar heating, the combined 

net LWIR flux and evapotranspiration (moist convection) and the subsurface thermal transport.  

The maximum MSAT is determined by the mixing of the warm air rising from the surface with 

the cooler air at the level of the MSAT thermometer.  The important physical variables in the 

weather station temperature data are therefore the minimum MSAT and the delta T or difference 

between the maximum and minimum MSAT.  The average MSAT, (Tmax + Tmin)/2, has little useful 

meaning.  

 

To illustrate the normal variation in the MSAT record, the 1981 to 2010 30 year daily climate 

averages for the O’Neill, Neb. weather station #256290 are shown in Figure 10 [WRCC, 2022].  

The 1 standard deviations and the T (Tmax - Tmin) values are also shown. There is a phase shift 

of approximately 30 days between the peak solar flux at summer solstice, day 172 and the peak 

seasonal temperature response. In addition, the ΔT values remain within the approximate range 

13.4 ±2 °C for the entire year while the temperature variation is ±10 °C. The 1 temperature 

standard deviations increase from approximately 4 °C in summer to 8 °C in winter.   

 

 
Figure 10: 1981-2010 daily climate averages for O’Neill, Neb., Station #256290. The 1 standard deviations 

and the T (Tmax -Tmin) are also shown. The seasonal phase shift, t is indicated. 

 

A simple thermal engineering model of the surface and air temperatures recorded in 2008 at the 

‘Grasslands’ site, an advanced AmeriFlux monitoring station located in Limestone Canyon 

Regional Park, near Irvine, S. California was used to evaluate the effect of an increase in CO2 

concentration on land temperatures [Clark and Rörsch, 2023; Clark, 2013]. In this case, for a 

doubling of the CO2 concentration from 280 to 560 ppm, the increase in MSAT was approximately 

0.1 C.  This is too small to measure in the normal day to day variations in the convection transition 
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temperature.  In addition, the diurnal and seasonal phase shifts demonstrate that the surface thermal 

reservoir is not in thermal equilibrium.   

 

There can be no climate sensitivity to CO2 

 

When the climate anomaly record, such as the HadCRUT4 data set is evaluated, the dominant term 

is found to be the Atlantic Multi-decadal Oscillation (AMO) [HadCRUT4, 2022]. This is 

illustrated in Figure 11a. The AMO is a long term quasi-periodic oscillation in the surface 

temperature of the N. Atlantic Ocean from 0° to 60° N [AMO, 2022]. Superimposed on the 

oscillation is a linear increase in temperature related to the recovery from the Little Ice Age (LIA) 

or Maunder minimum [Akasofu, 2010]. The linear equation for the slope and the least squares fit 

to the oscillation are shown on Figure 11a. Before 1970, the AMO and HadCRUT4 track quite 

closely. This includes both the long period oscillation and short term fluctuations. There is an 

offset that starts near 1970 with HadCRUT4 approximately 0.3 °C higher than the AMO. The short 

term fluctuations are still similar. The correlation coefficient between the two data sets is 0.8. The 

influence of the AMO extends over large areas of N. America, Western Europe and parts of Africa. 

The weather systems that form over the oceans and move overland couple the ocean surface 

temperature to the weather station data through the diurnal convection transition temperature 

[Clark and Rörsch, 2023]. The contributions of the other ocean oscillations to the global 

temperature anomaly are smaller. The IOD and the PDO are dipoles that tend to cancel and the 

ENSO is limited to a relatively small area of the tropical Pacific Ocean. However, small surface 

temperature variations in the tropical oceans have a major impact on ocean evaporation and 

rainfall. Figure 11b shows a tree ring construction of the AMO from 1567 [Gray, 2004, 

Gray.NOAA, 2021]. The modern instrument record is also indicated in green. None of the 

temperature changes related to the AMO can be attributed to an increase in atmospheric CO2 

concentration.  

 

 
 

Figure 11: a) Plots of the HadCRUT4 and AMO temperature anomalies overlapped to show the similarities. 

Both the long term 60 year oscillation and the shorter term ‘fingerprint’ details can be seen in both plots. The 

role of ‘adjustments’ in the 0.3 C offset since 1970 requires further investigation. b) Tree ring reconstruction 

of the AMO from 1567.  
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There is still an additional part of the recent HadCRUT4 warming that is not included in the AMO 

signal. This may be explained as a combination of three factors. First there are urban heat islands 

related to population growth that were not part of the earlier record. Second, the mix of urban and 

rural weather stations use to create the global record has changed. Third, there are so called 

‘homogenization’ adjustments that have been made to the raw temperature data. These include the 

‘infilling’ of missing data and adjustments to correct for ‘bias’ related to changes in weather station 

location and instrumentation. It has been estimated that half of the warming in the ‘global record’ 

has been created by such adjustments. This has been considered in more detail by Andrews [2017a, 

2017b and 2017c] and by D’Aleo and Watts [2010]. Adjustments to the Australian temperature 

record have been discussed by Berger and Sherrington [2022]. 

 

The role of the AMO in setting the surface air temperature has been misunderstood or ignored for 

a long time. The first person to claim a measurable warming from an increase in CO2 concentration 

was Callendar in 1938. He used weather station temperatures up to 1935 that included most of the 

1910 to 1940 warming phase of the AMO [Callendar, 1938]. The warming that he observed was 

from the AMO not CO2. During the 1970s there was a ‘global cooling’ scare that was based on the 

cooling phase of the AMO from 1940 to 1970 [McFarlane, 2018, Peterson et al, 2008, Douglas, 

1975, Bryson and Dittberner, 1976]. In their 1981 paper Hansen et al chose to ignore the 1940 

AMO peak in their analysis of the effects of CO2 on the weather station record [Hansen, 1981]. 

Similarly Jones et al conveniently overlooked the 1940 AMO peak when they started to ramp up 

the modern global warming scare in 1986 [Jones et al, 1986]. This is illustrated in Figure 12. The 

AMO and the periods of record used are shown in Figure 12a. The temperature records used by 

Callendar, Douglas, Jones et al and Hansen et al are shown in Figures 12b through 12e. The 

Keeling curve showing the increase in atmospheric CO2 concentration is also shown in Figures 

12d and 12e [Keeling, 2022].  
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Figure 12: a) AMO anomaly and HadCRUT4 global temperature anomaly, aligned from 1860 to 1970, b) 

temperature anomaly for N. temperate stations from Callendar [1938], c) global cooling from Douglas [1975], 

d) global temperature anomaly from Jones et al, [1986] and e) global temperature anomaly from Hansen et 

al, [1981]. The changes in CO2 concentration (Keeling curve) are also shown in c and d. The periods of record 

for the weather station data are also indicated. 

 

The ‘equilibrium’ climate modelers have chosen to believe that the ‘global mean temperature 

change’ is caused by radiative forcing combined with feedback effects. The equilibrium climate 

models are ‘tuned’ so that there is a set of ‘radiative forcings’ in each model that create the global 

temperature change record. The models are compared by simulating the increase in ‘global 

temperature’ produced by a doubling of the CO2 concentration in the model. This pseudoscientific 

benchmark is called the climate sensitivity. There are two different ways that the climate sensitivity 

is determined. First, the CO2 concentration is simply doubled and the model is run to ‘equilibrium’. 

This is called the equilibrium climate sensitivity (ECS). Second, the CO2 concentration is increase 

gradually, usually by 1% per year. The temperature change at the CO2 doubling point is call the 

transient climate response (TCR).  
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In order to ‘validate’ the climate models, a similar exercise is applied in reverse to the measured 

‘global mean temperature record’. This may be illustrated by considering the work of Otto et al 

[2013]. They defined the climate sensitivities as  

 

     ECS = F2xT/(F – Q)   (Eqn. 1a) 

 

     TCR = F2xT/F    (Eqn. 1b) 

 

Here, F2x is the radiative forcing produced a doubling of the atmospheric CO2 concentration, set 

in this case to 3.44 W m-2 for a doubling from ‘preindustrial levels’, 280 to 560 ppm, F is the 

change in radiative forcing (W m-2), T (°C) is the change in global mean temperature and Q is 

the change in the ‘earth system heat content’, also given in W m-2. The change in temperature is 

taken from the HadCRUT4 global temperature anomaly and the radiative forcings are taken from 

the CMIP5/RCP4.5 model ensemble. The change in heat content is dominated by ocean heat 

uptake. The decadal temperature and forcing estimates from data given by Otto et al are shown in 

Figures 13a and 13b. The 1910 AMO cycle minimum and the 1940 maximum are indicated. The 

increase in the downward LWIR flux related to the ‘radiative forcing’ shown in Figure 13b cannot 

couple below the ocean surface and cause any measurable change in ocean temperature. Using the 

data from Figures 13a and 13b combined with estimates of Q from various sources, Otto et al 

assume that their net radiative forcing estimates are responsible for the observed heating effects 

and that the temperature response to the change in LWIR flux is linear. Plots of T vs (F-Q) 

and T vs F are therefore presumed to be linear with a slope that changes with the value of ECS 

or TCR. The results generated by Otto et al are shown in Figures 13c and 13d. Using the data for 

2000 to 2010, they create an ECS of 2.0 °C with a 5-95% confidence interval of 1.2 to 3.9 °C and 

a TCS of 1.3 °C with a confidence level of 0.9 to 2.0 °C. The radiative forcings and their time 

evolution published in the IPCC AR5 climate assessment report [IPCC AR5 WG 1 Chap 8, 2013, 

Figures 8.17 and 8.18] are shown in Figure 13e and 13f. The radiative forcings for the ‘greenhouse 

gases’ are derived from radiative transfer calculations using the HITRAN database or similar data. 

The various aerosol terms are simply ‘tuning knobs’ that can be adjusted to give a better fit to the 

measured temperature data. As shown in Figures 6 and 7 above, the LWIR flux cannot heat the 

oceans because the penetration depth of the LWIR flux is less than 100 micron. Within the ±30° 

latitude bands the increase in downward LWIR flux of 2 W m-2 from the 140 ppm increase in 

atmospheric CO2 concentration is dissipated as latent heat by an increase in wind speed of 13 cm 

s-1. The red dotted lines added to Figure 13f indicate the total LWIR forcings and the increase in 

latent heat flux produced by an increase in wind speed of 13 cm s-1. The ECSs for the CMIP5 and 

CMIP6 model ‘ensembles’ are shown in Figures 13g and 13h. The CMIP 5 range is from 2.1 to 

4.7 °C and the CMIP6 range is from 1.8 to 5.6 °C [IPCC 2013, Chap. 9; Zelinka et al, 2020; 

Hausfather, 2019]. The correct number is ‘too small to measure’. The fundamental error, that the 

increase in LWIR flux can heat the oceans, can be traced back to Hansen et al [1981].  
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Figure 13: a) Decadal mean temperature estimates derived from the HadCRUT4 global mean temperature 

series. b) Decadal mean forcing with standard errors from the CMIP5 /RCP4.5 ensemble. c) Estimates of 

ECS and d) TCR from Otto et al [2013]. e) Radiative forcings from Figure 8.17 of IPCC AR5 WG1. f) The 

time dependences of the radiative forcings from f) adapted from figure 8.18 of IPCC AR5. g) The climate 

sensitivities of various CMIP5 models from IPCC AR5 WG1 Table 9.5 and h) CMIP6 climate sensitivities 

from Hausfather [2019].  

 

There are no ‘Human Factors’ that can be ‘Attributed’ to the Warming Found in the Global 

Mean Temperature Record 

 

The contrived set of radiative forcings used in the climate models to calculate the global mean 

temperature record is then manipulated to ‘attribute’ the observed warming to ‘human factors’.  

The ‘human factors’, mainly the LWIR forcings from the increase in ‘greenhouse gases’ are turned 

off and the climate models are rerun with ‘natural factors’ only.  In reality, the most recent warming 

phase of the AMO and the bias terms are removed from the temperature record.  This is illustrated 

in Figure 14.  The global mean temperature change and the results from the CMIP5 model 

ensemble are shown in Figure 14a.  The temperature record is taken from three sources, 

HadCRUT4, NASA GISS and NCDC. The radiative forcings used in the models are shown above 

in Figure 13f. The 1940 AMO peak and the 1910 AMO minimum are also indicated.  The models 

are then rerun without the ‘human factors’.  This is blue line in Figure 14b.  The approximate 

contribution of the AMO, including the warm phases of the oscillation and the linear recovery 

from the LIA are indicated in Figure 15.  The box enclosing the 1910 to 1940 warm phase has 

simply been copied over to show the recent AMO warming.  The rest of the warming may be 

accounted for by UHI effects, changes to the rural/urban mix of the weather stations used in the 

global average and the ‘homogenization adjustments.  Figures 14a and 14b are from a report by 

Terando et al, Using information from global climate models to inform policymaking - The role of 

the U.S. Geological Survey [2020].  Here the authors have blindly copied the figure from the 

NCA4, the Fourth USGCRP National Climate Assessment Report [Knutson et al, 2017]. Similar 

figures with the ‘attribution to human factors’ were published in NCA3, the Third USGCRP 

National Climate Assessment Report [Melillo, 2014].  They were also used in the Working Group 

1 Report from AR5, the Fifth IPCC Assessment Report.  The original work was published by Jones 

et al, [2013, figure 4].  This is shown in Figure 16.   

 



17 

 

 
Figure 14: a) GISTEMP, HadCRUT4.5 and NOAA climate records and the CMIP5 model ensemble results, 

b) model ensemble with ‘anthropogenic forcings’ removed.  The 1910 AMO minimum and the 1940 AMO 

peak are indicated.   

 

 
Figure 15: Figure 14b with the positive phases of the AMO, temperature recovery from the LIA and residual 

‘adjustments’, UHI etc. indicated.  
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Figure 16: Figure 4 from Jones et al [2013], a set of contrived radiative forcings is used to ‘attribute’ the 

recent warming in the global mean temperature record to human factors’. a) And b) are earlier versions of 

Figure 14. c) Shows the model output with the ‘human factors’ included.   

 

The history of radiative forcing was reviewed by Ramaswamy et al [2019]. This provides a 

convenient source for the earlier history of climate modeling and radiative forcing.  Sets of 

contrived radiative forcings similar to those shown in Figure 13f have been used by the IPCC to 

‘attribute’ climate change to ‘human factors’ since it was established in 1988.  One of the earliest 

uses of this approach was by Hansen et al [1981].  Figure 17 shows figures 19 and 15 from Hansen 

et al [1993] and Figure 18 shows earlier work from figure 5 of Hansen et al [1981].   

 

 
Figure 17: (Composite from figures 19 and 15 of Hansen et al, 1993) a) and b) simulated global temperature 

change for 3 climate sensitivities. Successive forcings are added cumulatively. The zero point of observations 

and model is 1866-1880 mean. c) and d) climate forcings used in the GCM simulations. 
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Figure 18: (Hansen et al, figure 5) Global temperature trend obtained from climate model with sensitivity 2.8 

°C for doubled CO2. The results in (a) are based on a 100 m mixed layer ocean for heat capacity; those in (b) 

include diffusion of heat into the thermocline to 1000 m.  

 

There can be no Increase in Extreme Weather Events ‘Attributable’ to CO2.   

 

The same set of contrived radiative forcings used to create the global mean temperature record is 

then used to make fraudulent claims that ‘human factors’ are causing increases in ‘extreme 

weather’. One of the more egregious examples of this is the annual supplement to the Bulletin of 

the American Meteorological Society ‘Explaining Extreme Events of [Year] from a Climate 

Perspective’ [Herring et al, 2022]. The series has been published annually since 2012. The BAMS 

publication guidelines clearly state:  
 

‘Each paper will start with a 30 word capsule summary that includes, if possible, how 

anthropogenic climate change contributed to the magnitude and/or likelihood of the event’.  
 

The climate sensitivities created in CMIP5 and CMIP6 model ensembles and other in climate 

models are used without question to ‘explain’ the observed ‘extreme weather events’ for the year 

of interest. Natural climate changes related for example to ocean oscillations and blocking high 

pressure systems have to be ‘enhanced’ by the pseudoscience of radiative forcings. 

 

An important source of heat in the lower troposphere is air compression. This has been largely 

ignored by the ‘equilibrium’ climate modelers. As dry air descends to lower altitudes, the lapse 

rate is 9.8 K km-1. There are two main effects. The first is heating by downslope winds and the 

second is the heating produced by the downward flow of air within a high pressure ‘dome’. These 

processes can produce temperature changes of 10 °C or more over a few days or less. Downslope 

winds are well known in many regions or the world and there are many different names for the 
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same effect. In S. California they are Santa Ana Winds. In N. California they are diablo winds. In 

the Rocky Mountains they are chinook (‘snow eating’) winds. In the Alps they are föhn winds. 

There is no connection between these downslope wind events and any increase in atmospheric 

CO2 concentration. Once the necessary weather pattern is established, the hot, dry winds will finish 

drying out the vegetation very quickly and any ignition source will start a wildfire. The Santa Ana 

winds in S. California are a good example of this. The air circulation within a high pressure system 

produces a downward air flow because of the Coriolis Effect. This provides a natural heat source 

for these systems. A stationary or blocking high pressure system can result in significant warming 

over a period of several days. Further details of these heating effects are provided by Clark and 

Rörsch [2023]. 

 

Climate Models Have No Predictive Capabilities Because of Lorenz Instabilities  

 

In 1963, Lorenz was evaluating a simple model of three coupled non-linear equations that 

described two dimensional convective flow. He discovered that the solutions to these equations 

were unstable and sensitive to small changes in the starting variables [Lorenz, 1963]. This is 

illustrated in Figure 19. He later established that weather forecasting predictions were limited to 

approximately 12 days ahead before the model instabilities became dominant [Lorenz, 1973].  

 
Figure 19: Lorenz instabilities for 3 coupled partial differential equations, from Lorenz, 1963.  

 

The large scale climate models used today require the solution of a very large number of coupled 

non-linear equations. There is no reason to expect such models to have any predictive capabilities. 

They are inherently unstable and have to be ‘tuned’ to give the desired results. In fact, they can be 

‘tuned’ to give any desired result. All of the CMIP5 and CMI6 climate models shown in Figures 

13g and 13h have been tuned based on the pseudoscience of radiative forcing to create the global 

surface temperature anomaly. The fact that all of these models have a similar climate sensitivity 

to CO2 is clear evidence of the climate fraud. A realistic climate model should not show any 

measurable ‘climate sensitivity’ to CO2.  
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